
• To instruct the GPT model to generate annotated data, the prompt was structured as 
follows:

BERT-based NER: 

• Token classification task: the input to the model is a sequence of tokens
(words or sub-word units), and the output is a label assigned to each
token, indicating whether it belongs to an entity and, if so, what type of
entity it is.
• Instead of training the model from scratch, we employ transfer
learning.
• We fine-tune a pre-trained BERTBASE model for our specific NER task
using corresponding annotated data.
• For each experiment, we conduct multiple training sessions with
different hyperparameter configurations. The set that performs best on
the validation set is then selected.
• Emphasizing the importance of balanced model generalization to
address overfitting and underfitting, we incorporate cross-validation.
• Additionally, we implement Early Stopping to prevent overfitting
problems.

Zero-shot GPT-based NER:

• The following prompt is designed to instruct the GPT model on how to
extract the desired entities from a user input test case:

 
 

 
 
 
 

• Automatic information extraction in the legal domain is essential for enhancing efficiency and accuracy in legal processes and decision-making. 
• Named Entity Recognition (NER) is a widely adopted technique for identifying and extracting specific legal entities, facts, or concepts. 
• Obtaining labeled datasets that are large and diverse enough to train robust NER models can be a significant challenge.  
• Manual data creation and annotation are cost-intensive and time-consuming, requiring human experts. 
• Large language models (LLMs) like GPT-3 and GPT-4 address this challenge by generating and annotating legal data in a human-like manner, offering 

a cost-effective solution for training robust, domain-specific NER models. 
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